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A medical application to map brain pathologies based on
multimodality neuroimaging and machine learning
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Longitudinal study of Cerebrospinal fluid volume
changes in CT images

Scientific Context Processing

Multi time points
3D CT Scan GPU (GTX1070) : ~20s/volume
CPU (2 E5) : ¥~30min/volume

CSF Segmentation
and Analysis

Manet 2018 “CONVERSION OF POST-TRAUMATIC EXTERNAL HYDROCEPHALUS TO NORMAL
PRESSURE HYDROCEPHALUS. AN ILLUSTRATIVE CASE”



Virtual Imaging Platform (VIP)%

Web portal
Application as a service
File transfer to/from grid
42} Home
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My Account Messages Documentation
Simulation
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FIELD-Il v0 .4 PET-Sorteo v0.2.2 SIMRI object and c...
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Scientific applications

https://vip.creatis.insa-lyon.fr

Infrastructure

Cancer therapy simulation

Prostate radiotherapy plan simulated
with GATE(L. Grevillot and D. Sarrut)

Image simulation
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Application execution on VIP

j VIPv1.23 | 5, Sorina Camarasu (Administrator) + What users see (V|P)
/_:f Home | B Executions [}

— } VIPv1.23 | g, Sorina Camarasu (Administrator) - o )
2 ¢2% Home | |l Executions [ | (&) epilepsy-test 1.0 r
P
epile?sg-teﬁt G epilepsy-test 1.0

§ Documentation and Terms of Use

Execution Name*
JCAD_example

Results directory*
Directory where the results will be stored.

List v | Nip/Home + |0
Input image*
Image file to test
List v | NipMome/applis/inputData.zip + | L
# Launch = Save Inputs “, Save as Example
y .
What users DON'T see (Dirac)
=] Job Monitor
Selectors ¥ B 8 X 6 & Items per page: 25 |V Page |1
Site: [ 30bid ~ Status MinorStatus ApplicationStatus ~ Site JobName
TEST.biomedSSH.fr = E] 85535994 i Done Execution Complete Unknown TEST.biomedSS...  epilepsy-test - workflow-bQyCsu
Status: [] 85482012 i Done Execution Complete Unknown TEST.biomedSS...  epilepsy-test - workflow-KSEMGw
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VIP architecture
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ODIRAC DIRAC: the interware

e A software framework for distributed computing
e A complete solution to one (or more) user community
e Builds a layer between users and resources

USER Communities

Resources



EEEEEEEEEEEE A few examples of DIRAC usages

e Sending jobs to “the Grid”
o e.g., the biomed VO for VIP
e Interfacing with different sites
o Different computing elements and batch systems
o e.g., individual clusters and GPUs
e More examples and details on the poster
o “Dirac Interware for scientific applications”
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Docker containers

e A container = an entire runtime environment

o An application + all its dependencies, libraries and other binaries, and
configuration files needed to run it, bundled into one package

o By containerizing the application platform and its dependencies,
differences in OS distributions and underlying infrastructure are
abstracted away

e Docker has become synonymous with container
technology because its success, but

o Container technology is not new ,
Containers {

o Other containers exist (Singularity)  Bins/Libs

] Biinss/
e DockerHub -

o Image discovery and distribution
o https://hub.docker.com

App B

Docker Engine

Host Operating System

Server hardware

Credits: https://stackoverflow.com
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A Docker container for our application

Prepare the Dockerfile

o Use an existing nvidia image having cuda and cuDNN already installed
(nvidia/cuda:7.5-cudnn5-devel-centos?)

o Install and configure anaconda, theano and keras

o Bring in code source with git clone (or “ADD” local files)

Build the image

o docker build -t feature-extraction .

Use nvidia-docker

O docker runtime enabling access to the GPU

Start the container using the nvidia runtime
O docker run --runtime=nvidia -it feature-extraction

12



. 0
Boutiques . o,

{

"name": "epilepsy-test",

"tool-version"™: "1.0",
. Descrlbe, lebIISh7 Integrate and "description”: "Run Epilepsy test, using launcher script”,
. ————_———’—_ﬂ__,_,_—aﬂcommand—1ine": "launch-train.sh [INPUT] [OUTPUT]",
execute command-line
"container-image": {
"type"™: "docker",
"image": "feature-extraction”

applications across platforms
o facilitate application porting
o import and exchange of
applications ralueskeyt:
e Use of Linux containers to o s
facilitate application installation 1} :

{

and sharing
"name": "Result image file",
"description”™: "Result image file",

e https://github.com/boutiques "valus-key": "(OUTEUI",

"path-template™: "[INPUT].tar.gz"
}

)I
"inputs": [
{
"id": "image",
"name": "Input image”,
"type": "String",
"description”: "Image file to test"”,
"value-key": "[INPUT]",

Boutiques JSON descriptor to define
the command-line, inputs and outputs
of the application 13



Automatic import into VIP with Boutiques

j VIPv1.23 | & Sorina Camarasu (Administrator) v | @ )

/_2 Home 8 Executions %+ Boutiques Application Importer [] | epilepsy-test

,‘) General Information |J Application Outputs

Application Name ~ Resultimage file (*)
Command Line -

Docker Image

Docker Index

Version 3

P Executable
Application file location

_ Application Inputs

~ image (%)
Nip/MHome/applis

Select type of

application : Standalone Y

"| Application must run on grid, and not locally

7| Overwrite application version if it exists

Dirac tag : diracTag:nvidiaGPU v

& Create application
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Dirac Resource Configuration

e Add computing resource

[~] Configuration Manager
o Currently SSH Computing Element T viewasText &, Download @ Reload
. '1_31 {3 Dirac-Prod [2018-10-22 13:10:23.021752]
e Configure resource 8 CIDRAC
o CEType=SSH s
o Name, IP address, public key... s il
e Use Dirac Tag e i
. . = Sites
o Tag: this resource can receive e
. =3 TEST.biomedSSH. fr
taSkS WhICh need that Tag - [Z] CE = gpubiomed.savba.sk
. . 2SI CEs
O ReqUIredTag: ONLY JObS i # [ gpubiomed.savba.sk
. [Z] Name = TEST BIOMED
requesting that tag are allowed 8 CILcs
. @ (CJBOINC
on this resource =t
. . . @ (] SGE
e Submit a Dirac job i
14 L [T = JARC
o Tags = “NvidiaGPU”; 1=t
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Conclusions

e How to facilitate GPU usage for the processing of medical data
and efficient machine learning approaches ?
o VIP users can access applications as a service
o DIRAC allows for transparent job execution on distributed
infrastructures such as grid and clouds
o Docker containers to automate the deployment
e Challenges and future work
o Finish application integration in production

o Handling of large data volumes
o Integration of multiple GPUs from various disparate sources
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